
 

 

 

 

 

A Two Day Hands- On Workshop was organized by the Department of 

Computer Science and Applications on “Foundations of AI and Generative AI” on 3rd 

and 4th April 2024. The Resource Person is Mr. SANDEEP POLAVARAPU, Machine 

Learning Engineer Applied Scientist – Bayer R&D. 

Objectives: 

  Considering the growing importance of Artificial Intelligence in different sectors, a 

Two day workshop is intended to provide opportunities for educationalist, 

researchers, professionals and students to upgrade their knowledge in the area of AI. 

  To discuss the fundamentals of AI. 

  To understand the Evolution of AI. 
  To Understand the concepts of Deep Learning 

  To discuss Fine-tuning and Pre-trained Models 
   Introduction to Generative AI 
  Transformers and Attention Mechanism 
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DAY – 1 

Topics covered: 

 1. Introduction to AI Evolution: 

 

 

 2. Understanding Deep Learning: 

Deep learning is the subset of machine learning methods based on artificial neural 

networks (ANNs) with representation learning. 

 a) ANN (Artificial Neural Network): Brain-like networks that learn any kind of 

pattern. 

 b) CNN (Convolutional Neural Network): Sees the world, masters image and 

video recognition. 

 c) RNN (Recurrent Neural Network): Remembers sequences, tackles text and 

speech. 

 d) LSTM (Long Short-Term Memory): Super-powered RNN, remembers long 

sequences for complex tasks. 

 3. Fine – tuning and Pre – trained Models: 

Fine-tuning leverages pre-trained models like taking a half-trained detective and 

giving them a specific case to specialize in, boosting accuracy and saving training 

time. 

 4. Introduction to Generative AI: 

GANs (Generative Adversarial Networks): Art competition: one creates, one 

critiques, leading to hyper-realistic fakes. 



VAEs (Variational Autoencoders): Sketchy artist: compresses then invents, 

creating new but less realistic data. 

Diffusion Models: De-noising artist: learns to remove noise, creating clean data 

from scratch. 

 5. Transformers and Attention Mechanism:  

Imagine a network that can directly compare any two parts of an input sentence 

(like words in a paragraph) to understand their relationships. This is unlike 

traditional methods that process things sequentially. This comparison is done 

through the attention mechanism. 

 

 

 

 

 



  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

  



DAY – 2 

Topics covered: 

 1. Large Language and Vision Models: 

 a) BERT: Processes text in both directions to understand context, used for 

tasks like question answering. 

 b) GPT: Generates realistic and creative text in response to a wide range of 

prompts and questions. 

 c) LLAMA: Google AI's LLM under development, details not public. 

 d) Mistral: Facebook AI's factual LLM, excels at question answering and 

summarization. 

 e) Gemini: Google AI's LLM under development, details not public. 

 

 2. Breakthrough of ChatGPT and OpenAI: 

 

 3. Open Source in AI: 

 a) Hugging Face: This isn't a single project, but a community and platform for open-

source machine learning tools. Hugging Face provides pre-trained models, 

datasets, and tools specifically designed for natural language processing (NLP) 

tasks.  



 b) Llama2 (likely referring to LaMDA 2) : The Llama 2 is a cutting-edge series of 

large language models developed by Meta, designed to excel in natural language 

processing tasks.  

 c) LangChain: It is a sophisticated framework designed to streamline the 

development of applications powered by language models, particularly large 

language models (LLMs).  

 d) Pinecone: Pinecone is a cutting-edge vector database that serves as a powerful tool 

for storing and searching through dense vectors efficiently. This database is 

specifically designed to handle high-dimensional vectors, making it ideal for 

applications that require semantic similarity calculations and real-time retrieval of 

data. 

 4. Vectors and Embeddings, Vector Database: 

A vector database is a specialized database designed to store and retrieve 

information represented as vectors. These vectors are multi-dimensional arrays of 

numbers encoding the key features of a data point. Imagine them as unique 

fingerprints for data in a high-dimensional space. 

 5. Retrieval Augmented Generation (RAG) Models:  

It mainly incorporate three main components: 

 a) Retriever: This part finds relevant text passages from a vast collection of text 

(corpus) based on a given prompt or query. 

 b) Augmenter: This component processes the retrieved passages, potentially altering 

or combining them to create a more informative input for the generator. 

 c) Generator: This component leverages the processed information from the retriever 

and augmenter to generate new text that is coherent, relevant, and follows the style 

of the original corpus. 



 

Project: Create a simple project using Hugging Face and Lang chain.

 

 



 

 

 



 

 

  



OUTCOME 

By this workshop, the students gained  the knowledge about the following: 

 1. Discussed the fundamentals of AI. 

 2. Discussed about Deep learning Techniques 

 3. Discussed about open source AI. 

 4. Experienced hands-on experience on Hugging Face and Lang chain project. 

Total No. of Participants: 75 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



DAY – 1  

ATTENDENCE SHEET 

 



 



DAY – 2 

ATTENDENCE SHEET 

 



 



FELICITATION 

 

 

Dr. V. Narayana Rao, Principal, Mr. P.L. Ramesh, Vice Principal,                   

Dr. M. Venkateswara  Rao, Vice Principal, Dr. T. Bhagya Kumar 

Intermediate Principal and Mr. P. Ravindra HOD of Computer Science and 

Application felicitated the resource person P. Sandeep. 

 



 

INVITATION 

 

 


